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Abstract. Digitalization and the rapid proliferation of social media platforms have enabled the 
reproduction of crime and criminal identity through propaganda in new media environments. This 
process, which leads to outcomes such as modeling and erosion of social norms, especially among young 
people, poses serious threats to public security and social order. This review systematically addresses 
crime propaganda on social media and Turkey's regulatory policies within the framework of internet law. 
The study was created by scanning peer-reviewed articles published after 2015 in Scopus, Web of 
Science, ULAKBİM, and Google Scholar databases with English and Turkish keywords by the PRISMA 
protocol. The included studies are articles that focus only on crime and criminal propaganda on social 
media platforms and contain original data and analysis. The results show that the aestheticization of 
crime and the promotion of anti-hero figures through social media create a strong role model effect on 
young people. Although legal regulations are being developed in Turkey, problems with freedom of 
expression and technological up-to-dateness continue. In the future, more stakeholder and dynamic 
cooperation is required against new threats such as artificial intelligence and deepfakes. 

 
 
 

1. INTRODUCTION 

With the impact of digitalization on social life, social media platforms have begun to play a critical role in committing and 
encouraging crimes and constructing criminal identities. It is observed that criminal content and the presentation of crime-
encouraging content are increasingly widespread, especially on platforms such as Facebook, X (Twitter), Instagram, and 
YouTube. While the content shared on social media reshapes the social perception of crime, the phenomenon of heroizing or 
trivializing criminal figures is gaining strength day by day (Boyd & Ellison, 2015; Fuchs, 2017; Marwick & Lewis, 2017; Choudhury 
et al., 2021). Digital platforms reach the audience and encourage the voluntary transmission of criminal propaganda through 
users' active participation and content production. The algorithmic content distribution structure facilitates the rapid spread of 
crime-themed content that has the potential to go viral and causes crime to gain a dimension beyond borders, space, and time 
(Van Dijck, 2013; Alava et al., 2017; Gorwa, 2019; Gillespie, 2018; Noppari et al., 2019). This transformation reduces the impact 
of classical legal regulations and traditional social control mechanisms and leads to the emergence of new types of crime. 
Therefore, social media has become a multidimensional problem area that enables the redefinition of crime in modern society 
and the reproduction of criminal identity in different forms in the digital environment. 

Today, propaganda of socially sensitive crime types such as terrorism, organized crime, hate speech, child abuse, and sexual 
crimes is effectively spread through social media, both textually and visually. Especially in fast-paced content-producing platforms 
such as Twitter, TikTok, and YouTube, the aestheticization of crime and the presentation of criminal figures as “anti-heroes” can 
lead young people to model criminal behavior (Koohikamali et al., 2021; García & Salazar, 2021; Klausen, 2015; Koohikamali et 
al., 2021; Aly et al., 2017). The normalization of crime in digital culture leads to the perception of crime as a status indicator or a 
challenge, especially among adolescents and young adults. Algorithms’ personalized content recommendations accelerate users’ 
radicalization processes and increase exposure to criminal propaganda (Baker & White, 2011; Surette, 2015; Serrano-Puche, 
2020; Zeitzoff, 2017). In addition, crime-themed content spread through social media can lead to the erosion of social norms and 
damage public order. The normalization of crime in society causes a weakening of moral values and psychosocial problems in 
young generations (Crone, 2016; Alava et al., 2017; Bartlett & Miller, 2012; Livingstone et al., 2017). These developments 
necessitate considering criminal propaganda in the age of social media not only as a legal threat but also as a social and cultural 
threat. 

Significant amendments were made to Law No. 5651 in 2020 to prevent criminal propaganda through social media in Turkey. 
The new regulations have imposed obligations on social network providers such as having representatives in Turkey, removing 
content, and storing user data (Karadeniz & Yıldız, 2023; Çiftçi, 2022; Demir & Sönmez, 2021). In addition, articles regarding 
rapid response to legal requests and ensuring children's online safety are also prominent. However, it is seen that the legislation 
is subject to intense criticism in areas such as freedom of expression, protection of personal data, and censorship (Erdogan, 2023; 
Akdeniz, 2021; Smith, 2021; Tokgöz, 2021). In particular, the difficulties experienced in international platforms' compliance with 
Turkish law, technical inadequacies, and deficiencies in implementation are controversial. Difficulties in implementation, legal 
uncertainties, and the protection of users' rights reveal the need for a multidisciplinary and constantly updated approach in the 
fight against social media crimes (Gürses, 2021; Erdem, 2022; Karadeniz & Yıldız, 2023; Akdeniz, 2021; Çiftçi, 2022). In the 
digitalizing social environment, it is vital for Turkey's internet law to have a flexible and effective structure that is compatible with 
international norms, both in terms of preventing crime and protecting fundamental rights. 

Social media platforms worldwide maintain a delicate balance between content moderation, prevention of online crime, and 
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freedom of expression. The European Union’s Digital Services Act (DSA) has placed significant responsibilities on platforms by 
increasing their obligations to promptly remove illegal content and ensure transparency (Mac Síthigh, 2022; Floridi, 2021; Floridi, 
2021; Gorwa, 2019). Germany’s NetzDG law requires social media companies to intervene in criminal content within 24 hours. In 
the US, Section 230 limits platforms’ direct liability for user content, but has caused controversy regarding ensuring online safety 
(Heldt, 2019; Haucap et al., 2021; Kosseff, 2019; Gillespie, 2018). The UK’s Online Safety Bill initiative introduces innovat ive 
regulations in transparency, child protection, and content removal. In Australia, strict regulations have been implemented against 
online violence and terrorist propaganda (Smith, 2021; O’Flaherty, 2023; McDonald, 2021; Gorwa, 2019; Mac Síthigh, 2022). All 
these initiatives show a need for multi-dimensional and innovative legislation against criminal propaganda on social media. The 
difficulties and technical problems in global companies’ compliance with national regulations are among the main issues still 
awaiting solutions. 

The primary purpose of this review article is to analyze the reflections of crime and criminal propaganda on social media in 
the current literature and to evaluate the policies and legislative regulations developed by Turkey in internet law. In the study, the 
aestheticization of crime, the reconstruction of criminal identity in the digital environment, and the effects of social media on 
criminal propaganda will be discussed from an interdisciplinary perspective (Alava et al., 2017; Livingstone et al., 2017; 
Pomerleau, 2022; Akdeniz, 2021). In addition, implementation practices and legal, social, and technical problems encountered in 
line with Law No. 5651 and related regulations will be discussed. International comparative approaches, policy recommendations, 
and the up-to-dateness of the legislation in the face of technological developments will also be analyzed (Karadeniz & Yıldız, 
2023; Çiftçi, 2022; Floridi, 2021; Gorwa, 2019). The balance between public safety, freedom of expression, and digital rights will 
be evaluated in the light of implementation examples and international standards (Smith, 2021; Gillespie, 2018; Bartlett & Miller, 
2012; Livingstone et al., 2017). Finally, issues such as the responsibility of social media platforms, the supervisory capacity of 
states, and users' digital literacy will be examined holistically, and new policy recommendations will be developed. 
 

2. METHOD 

2.1. Research Design 

This study aims to systematically compile current academic literature on crime and criminal propaganda on social media. 
Within the systematic review method framework, English and Turkish scientific articles were evaluated in peer-reviewed journals 
in 2015 and later (Moher et al., 2009). The methodological integrity of the research was established based on the PRISMA 
(Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram. The PRISMA protocol was preferred to 
provide transparency, replicability, and methodological consistency in scientific reviews (Page et al., 2021).  
 

2.2. Databases and Keywords 

The study used Scopus, Web of Science, ULAKBİM, and Google Scholar databases for literature review. The keywords 
“social media”, “crime propaganda”, “criminal glorification”, “internet law Turkey”, “online hate speech”, “digital crime propaganda”, 
“social media and crime” were used in both English and Turkish in the search process (Alava et al., 2017; García & Salazar, 
2021). Searches were conducted in the articles' titles, abstracts, and keyword fields. During the screening process, records were 
first examined at the title-abstract level and then in full text within the framework of the eligibility criteria defined by the researcher.  
 

2.3. Scope and Exclusion Criteria 

Within the scope of the inclusion criteria, only studies focusing on crime and criminal propaganda on social media platforms 
(Twitter, Facebook, Instagram, TikTok) were evaluated. Those excluded from the study were crime propaganda in traditional 
media or printed publications, victim representation only on social media, technical cybersecurity analyses, or advertising-based 
reviews (Gorwa, 2019; Klausen, 2015; Marwick & Lewis, 2017; Fuchs, 2017; Choudhury et al., 2021). In addition, the basic criteria 
for the articles were to be published in peer-reviewed journals and to contain original data and analysis. A total of 254 articles 
were initially scanned within the scope of the review, and 76 articles were included in the full-text evaluation as a result of title and 
abstract review. The 38 articles that were finally included were selected due to both their focus on crime propaganda on social 
media and their original data and analysis. PRISMA flow diagram was used in the literature review, and the main reasons for the 
exclusion of articles were determined as traditional media focus and inadequate methodology. The steps of the systematic review 
are presented in detail in Table 1 and Figure 1. 
 

3. LITERATURE REVIEW 

3.1. Crime Propaganda on Social Media 

Social media is a fundamental tool that accelerates crime propaganda and adds new dimensions. It has been emphasized in 
many studies that terrorism, organized crime, violence, and sexual crimes are widely propagated through social media. Terrorist 
organizations, radical groups, and criminal organizations use social media platforms effectively not only to spread their messages 
but also to recruit new members, instill fear, and deepen social division (García & Salazar, 2021; Klausen, 2015; Alava et al., 
2017; Zeitzoff, 2017). In this context, social media enables criminal organizations to have a global reach and to convey their 
messages to target audiences directly. The aestheticization of crime in the social media environment has profound effects, 
especially on young people and vulnerable groups. The presentation of crime and violence as a symbol of “success,” “power,” or 
“resistance” can cause young people to perceive criminal figures as “idols” or “anti-heroes” (Bartlett & Miller, 2012; Crone, 2016; 
Marwick & Lewis, 2017; Koohikamali et al., 2021). While algorithmic recommendation systems accelerate the viralization and 
dissemination of criminal content to large audiences, they play an important role in the construction of the social identit ies of 
criminals. Especially on visual-oriented platforms such as TikTok, Instagram, and YouTube, the aestheticized presentation of 
crime increases identification and imitation behaviors in young people (Serrano-Puche, 2020; Livingstone et al., 2017; Baker & 
White, 2011; Fuchs, 2017). In addition, propaganda of crime encourages individual criminal behaviors and leads to the erosion of 
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social values and weakness in public safety. For this reason, social media-based criminal propaganda is considered a 
multidimensional threat at both individual and societal levels. It has become one of the priority research topics of regulatory 
institutions and the academic community. 

Many theoretical approaches are evaluated together to analyze the impact of criminal propaganda in the social media 
environment. In particular, “Cultivation Theory” (Gerbner & Gross, 1976) emphasizes that the repetition of crime and violence 
content in the media can lead to deviations in users' perception of reality. In line with this theory, crime-themed posts frequently 
encountered on social media cause individuals to perceive crime as a widespread, ordinary, and even normalized societal 
phenomenon (Surette, 2015; García & Salazar, 2021). “Framing Theory” (Entman, 1993) suggests that the perspective from which 
crime is addressed in the media has a decisive effect on individual attitudes and social values. Framing practices such as 
romanticizing crime, highlighting anti-hero figures, or rendering victims invisible profoundly affect how users make sense of the 
crime phenomenon (Marwick & Lewis, 2017; Bartlett & Miller, 2012; Livingstone et al., 2017). In recent years, the “algorithmic 
governance” approach has drawn attention to the power of social media platforms’ algorithms to analyze user behavior and 
highlight criminal content (Fuchs, 2017; Gorwa, 2019; Gillespie, 2018). Algorithmic recommendation systems, especially on 
platforms such as TikTok, Instagram, and YouTube, facilitate the viralization of crimes while increasing the risk of eroding social 
norms and legitimizing crimes. These theoretical frameworks are critical for scientifically examining the reproduction of criminal 
propaganda on social media at individual and societal levels.  
 

3.2. Heroization of the Criminal and Digital Culture 

Social media profoundly transforms the social perception of criminal figures and plays a decisive role in normalizing “anti-
hero” or “outlaw” characters. The aesthetic presentation of criminals or individuals who engage in illegal behavior, especial ly those 
prominent in popular culture, in social media posts makes them attractive and imitable role models for young people and 
vulnerable communities (Cohen, 2022; Marwick & Lewis, 2017; Bartlett & Miller, 2012; Koohikamali et al., 2021). Indeed, on visual 
platforms such as TikTok and Instagram, crime characteristics such as violence or rebellion are presented as “freedom fighters” 
or “heroes who rebel against the system”, causing social norms to be questioned and established values to be eroded. Moreover, 
in areas where content production is democratized, such as YouTube and Twitch, criminal figures are praised by ordinary users 
and become part of digital subcultures (García & Salazar, 2021; Koohikamali et al., 2021; Alava et al., 2017; Bartlett et al., 2021; 
Choudhury et al., 2021). In this process, with the effect of algorithmic content recommendation systems, the viralization of crime-
themed content accelerates, leading to long-term changes in social memory and ethical values. Thus, social media produces a 
new digital culture and value system that encourages not only the imitation of crime at the individual level but also the re-meaning 
of crime at the societal level (Surette, 2015; Livingstone et al., 2017; Fuchs, 2017; Gillespie, 2018). Especially in individuals in 
adolescence and young adulthood, admiration and identification with criminal figures can weaken the sense of social 
responsibility. 

The functioning of social media algorithms significantly facilitates the rapid visibility of marginal or illegal figures. Algorithmic 
recommendation systems prioritize viral content according to the rate of views and sharing, causing criminal identities that remain 
on the social order's periphery to become popular quickly (Gillespie, 2018; Van Dijck, 2013; Fuchs, 2017). Especially on platforms 
such as YouTube, TikTok, and Instagram, the aesthetic presentation of criminal-themed content enables the criminal identity to 
become a “trendy” and attractive image among young users. These visualized and popularized criminal contents are encountered 
again and again by the algorithms according to the user's interests and past behaviors, thus strengthening imitation behaviors 
and identification tendencies (Alava et al., 2017; Bartlett & Miller, 2012; Koohikamali et al., 2021; Livingstone et al., 2017). In 
addition, due to the ever-changing nature of digital culture, identifying criminal figures as a kind of "anti-hero" or "outlaw" leads to 
questioning social norms and ethical values in society, especially among young people. This process not only causes individuals 
to imitate criminal behavior but also causes society to re-interpret the phenomenon of crime (Cohen, 2022; Marwick & Lewis, 
2017; Surette, 2015; Choudhury et al., 2021). As a result, social media algorithms play a central and accelerating role in the 
strengthening and spreading of crime and criminal identities. 3.3. Turkey’s Legal Regulation Policies Regarding Praising Crime 
and Criminals. 

The Internet Law No. 5651 was enacted in 2007 and established the basic regulatory framework, especially in the fight 
against criminal propaganda. This law is critical in Turkey's goal of balancing freedom of expression and security in the digital 
environment. With the amendments made in 2020 and 2022 (Law No. 7253 and subsequent regulations), content removal and 
access blocking obligations were imposed on social media platforms. In this context, it has become mandatory for social network 
providers to have a representative office in Türkiye, to respond to complaints within 48 hours, and to retain user data. According 
to the analysis conducted by Çiftçi (2022), although these regulations constitute an effective measure against criminal 
propaganda, they risk being interpreted broadly, which could lead to self-censorship and arbitrary content removal by platforms. 
In particular, severe administrative sanctions (advertisement ban, bandwidth throttling) have begun to be applied upon requests 
for content removal. When social network providers receive 1 million or more daily accesses, they must share their content 
interventions targeting Turkey with a transparency report every six months and respond to user applications in Turkish. Turkey is 
also experiencing a legislative development parallel to the Digital Services Act (DSA), which is to harmonize digital regulations 
with the European Union. Within the framework of the DSA, the platforms are obliged to provide transparency of their algorithms, 
child safety, rapid intervention against illegal content, and an objection mechanism to users in requests for content removal. 
Turkey’s digital services policies are developing simultaneously with the EU regarding national security, freedom of expression, 
and user rights. As a result, it is seen that Turkey is trying to put forward an effective regulation against criminal propaganda in 
line with the purpose of Law No. 5651; on the other hand, it is seen that the legal, technical and freedom of expression dimensions 
should be carefully balanced in terms of content removal and access blocking. 

The access blocking and content removal decisions made within the scope of Law No. 5651 in Turkey have led to significant 
discussions in national law and the case law of the European Court of Human Rights (ECtHR). In particular, the ECHR’s “Ahmet 
Yıldırım V. Turkey” (2012) decision emphasized that blocking access to a website as a whole is incompatible with the requirements 
of proportionality and a democratic society, and therefore violates freedom of expression (European Court of Human Rights, 
2022). This decision necessitated re-evaluating the mass access blocking and content removal decisions implemented in Turkey 
regarding both legal legitimacy and fundamental rights. The NetzDG (Network Enforcement Act) application in Germany provided 
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the opportunity for rapid intervention against hate speech, disinformation, and criminal content; however, in the 2021 evaluations, 
criticisms were raised that these interventions could restrict the democratic debate environment and freedom of expression. In 
the USA, Section 230, while limiting the liability of platforms over user content, tries to establish a delicate balance between 
content control and freedom (Kosseff, 2019; Haucap et al., 2021; Çiftçi, 2022). The increased court decisions regarding social 
media crimes in Turkey in recent years have made it necessary to constantly update legal regulations and implementation 
processes against dynamic and changing digital threats. In this context, a balanced regulation that complies with national and 
international standards and respects rights and freedoms is required.  
 

3.3. International Regulation and Comparative Approaches 

The legal regulations developed by countries against digital crime and criminal propaganda have diversified remarkably, 
especially in the last decade, and have presented different balance models. The Network Enforcement Act (NetzDG), which 
Germany enacted in 2017, places direct responsibility on social media platforms in the fight against hate speech, criminal 
propaganda, and illegal content. Within the scope of this law, content deemed to be contrary to German law must be removed or 
blocked by the platforms within 24 hours (Heldt, 2019; Gorwa, 2019). NetzDG is considered one of the world's most 
comprehensive online content regulations in terms of its application. However, it is also controversial regarding freedom of 
expression and risks of excessive intervention (Haucap et al., 2021). The European Union, on the other hand, required platforms 
to have a transparent, rapid, and multi-layered response system against illegal content with the Digital Services Act (DSA) adopted 
in 2022. The DSA also introduced new standards such as algorithmic content moderation, user notification, and objection 
mechanisms (Floridi, 2021; Mac Síthigh, 2022). Although the DSA establishes a common minimum standard in member countries, 
it does not prevent stricter regulations in national legislation. In the US, Section 230 does not hold platforms directly responsible 
for user content, but only foresees intervention in gross negligence or criminal activity (Kosseff, 2019; Gillespie, 2018). This 
approach has led platforms to adopt a more flexible liability model to protect freedom of expression. In the UK, the “Online Safety 
Bill” requires platforms to prioritize user safety, mandate content filters that protect children and vulnerable groups, and swiftly 
combat illegal content (Gorwa, 2019; Mac Síthigh, 2022; Smith, 2021; O’Flaherty, 2023). All these comparative approaches show 
how the balance between freedom of expression and social security in the global digital environment is constructed within different 
legal traditions. 

In recent years, comparative studies evaluating the impact of legal regulations in preventing digital crimes and criminal 
propaganda show that the differences between national approaches are mainly due to social, cultural, and legal priorities. For 
example, while Germany’s NetzDG law allows for rapid intervention in the fight against hate speech and illegal content, it is 
observed that platforms tend to act excessively cautiously during the implementation of this law and to remove content beyond 
legal limits in order to avoid legal uncertainty (Heldt, 2019; Floridi, 2021). This situation can lead to consequences that weaken 
freedom of expression, known as the “chilling effect”. Although the European Union’s DSA allows flexible compliance by member 
states, various difficulties have been encountered in ensuring common standards in practice. In particular, the transparency of 
algorithmic content management and the effectiveness of user objection mechanisms are implemented at different levels in 
different countries within the scope of the DSA. In the US, Section 230 supports the innovative and dynamic nature of digital 
platforms, but has also been criticized for its lack of legal liability in cases of severe abuse (Smith, 2021; Kosseff, 2019). On the 
other hand, the UK’s Online Safety Bill prioritizes the protection of users, especially children. However, debates continue over the 
limits of this protection and its effects on freedom of expression. Thus, different legislative approaches emerging on a global scale 
reveal the continuity of the search for legal and social balance in the digital age.  
 

4. DISCUSSION 

The legal regulations made in Turkey to prevent social media crimes have been significantly strengthened, especially with 
the amendments made to Law No. 5651 in 2020 and 2022. Obligations such as content removal, access blocking, having a 
representative office, and transparency reporting imposed on social network providers have strengthened the legal infrastructure 
in the fight against digital crimes. However, the effectiveness and success of these regulations in practice have been critic ized 
from various perspectives by academic circles and civil society organizations (Çiftçi, 2022; Karadeniz & Yıldız, 2023; Akdeniz, 
2021). One of the most debated topics is the adequacy of legal intervention in preventing social media crimes. Akdeniz (2021) 
states that the rapid implementation of content removal and access blocking decisions is a positive development, but emphasizes 
that these practices often negatively affect freedom of expression. It is also claimed that platforms can sometimes act arbitrarily 
or disproportionately in removing content, leading to self-censorship (Tokgöz, 2021; Smith, 2021). The issue of where to draw the 
line, especially regarding political posts or critical discourse, is still controversial (Gürses, 2021). There are also significant 
problems in terms of technical infrastructure and administrative processes. The capacity of the courts and the Information 
Technologies and Communication Authority (BTK) in Turkey may sometimes be insufficient to evaluate the increasing number of 
social media applications every year quickly and fairly (Erdem, 2022; Demir & Sönmez, 2021). In addition, there may be delays 
and differences in implementation in the compliance of international social media platforms with legal demands in Turkey (Çiftçi, 
2022; Gürses, 2021). Regulations regarding the fight against social media crimes in Turkey provide an important legal framework; 
however, it is seen that there are areas that need to be improved in the implementation processes in terms of both rights and 
freedoms and technical-administrative competence. 

The balance between content blocking and freedom of expression in the digital environment is intensely debated in law, 
political science, and media studies, both nationally and internationally (Smith, 2021). There is a delicate line between the need 
to limit crime, hate speech, disinformation, and propaganda content that spreads rapidly on social media platforms, on the other 
hand, and the need to protect freedom of expression, which is a fundamental right in democratic societies (Akdeniz, 2021; 
Gillespie, 2018). The case law of the European Court of Human Rights (ECtHR) also emphasizes that freedom of expression is 
accepted as a “right that forms the basis of democratic society”, but that it is not unlimited and can be limited for legitimate reasons 
such as public safety, social order, and the rights and freedoms of others (Smith, 2021; European Court of Human Rights, 2022). 
Content blocking decisions implemented within the scope of Law No. 5651 in Turkey are frequently evaluated in light of the 
ECtHR's freedom of expression standards and are occasionally criticized in terms of the principles of proportionality and necessity 
(Tokgöz, 2021; Gürses, 2021). Especially when it comes to political content or critical discourse, the reasoning behind blocking 
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the content and the extent to which this decision aligns with public interest and democratic values are questioned (Karadeniz & 
Yıldız, 2023; Erdem, 2022). In addition, the fact that social media companies are in a position squeezed between their conten t 
policies and the demands of the state affects the legal security of both users and platforms (Fuchs, 2017; Gillespie, 2018). As a 
result, adopting a balanced approach between content blocking and freedom of expression requires the joint evaluation of legal 
regulations, judicial decisions, international standards, and platform policies (Smith, 2021; Akdeniz, 2021). In this process, the 
European Court of Human Rights case law and international legal norms guide. 

With the acceleration of digitalization, the propaganda of crime and criminals on social media has become more complex and 
multidimensional with the development of artificial intelligence technologies. Deepfake technologies, in particular, enable the rapid 
production and dissemination of fake identities, manipulated videos, and misleading content in the digital environment (O’Flaherty, 
2023; Floridi, 2021). Videos prepared with deepfake tools pave the way for political leaders or ordinary individuals to be accused 
of false words and actions, for public opinion manipulation, and crimes such as blackmail. Such technologies threaten not only 
individual privacy but also democratic processes and social security. Another important threat is that AI-supported automation 
facilitates the faster and more massive production of criminal content (Chesney & Citron, 2019; O’Flaherty, 2023). Automatic bots 
and algorithmic content production allow content such as hate speech, violence, terrorist propaganda, and sexual crimes to be 
spread without being monitored. In particular, online abuse of children has gained a new dimension through fake images and 
realistic simulations produced with artificial intelligence (Maras & Alexandrou, 2019; Livingstone et al., 2017; Gillespie, 2018). This 
situation makes protecting children in the digital environment even more difficult and necessitates updating existing legal 
frameworks. In Turkey and worldwide, legislation often responds late to these new risks or is inadequate due to technological 
developments (Erdem, 2022; Floridi, 2021; Akdeniz, 2021; O’Flaherty, 2023). New legal regulations and multi-stakeholder 
collaborations are needed at national and international levels, especially for deepfakes and artificial intelligence-generated crime 
elements (Chesney & Citron, 2019; O’Flaherty, 2023). As a result, practical and flexible regulations against new digital threats 
and increasing social awareness are of great importance. 

In the fight against crime and criminal propaganda on social media, existing legal regulations must be updated to adapt to 
rapidly developing digital technologies (Floridi, 2021; Akdeniz, 2021). The static and lagging structure of legal regulations leads 
to serious gaps in the prevention of new generation digital threats; they are particularly inadequate against risks such as deepfake, 
artificial intelligence-supported content production, and automated bot attacks (O’Flaherty, 2023; Chesney & Citron, 2019; 
Livingstone et al., 2017). Therefore, a dynamic legal framework updated simultaneously with technology is necessary to prevent 
digital crimes. Another important policy area is increased cooperation between social media platforms and state institutions. The 
obligations of platforms, such as detection of illegal content, rapid response, and transparency reporting, need to be clari fied by 
both national legislation and international standards (Bartlett & Miller, 2012; Mac Síthigh, 2022; Gorwa, 2019; Gillespie, 2018). In 
addition, the policy development process should consider the transparency of platforms' algorithms, practical application, and 
appeal mechanisms for users, and information sharing across platforms. Experts point out that disseminating media literacy and 
digital ethics programs is essential to increase social resilience and individual awareness. Social media literacy education, 
especially for youth and children, effectively recognizes digital risks, develops critical thinking, and safe internet use skills (Marwick 
& Lewis, 2017; Floridi, 2021; Floridi, 2021; Akdeniz, 2021). These programs will also support the development of social resistance 
against the aestheticization of crime and manipulative content. As a result, for a practical policy approach, the up-to-date nature 
of the legislation, multi-level cooperation with platforms, and widespread media literacy education stand out as a holistic and 
sustainable solution. 

Social media platforms and government institutions should establish real-time information-sharing protocols. The platforms’ 
algorithmic content management processes should be transparent, and independent auditing mechanisms should be 
implemented. Media literacy programs should be expanded for adults and vulnerable groups in schools. In addition, users’ lega l 
and ethical awareness levels can be increased with “whistleblower” protection mechanisms and digital ethics guidance lines. 
Integrating cross-platform data sharing protocols and complaint systems at the national level will play a critical role in rapid 
intervention and transparency. Deepfake technologies, automated bot attacks, and AI-supported content production often lag 
behind the current legal framework (O’Flaherty, 2023; Floridi, 2021; Chesney & Citron, 2019). Standardized definitions and 
technical protocols should be developed nationally and internationally, especially for detecting and tracking AI-generated criminal 
elements. In order to close legal gaps, flexible and technology-focused legislative changes that respond quickly to new risks are 
recommended. The European Union Digital Services Act and the UK’s Online Safety Bill initiative are examples of good practice 
in this area (Mac Síthigh, 2022). Turkey’s legislation should be updated by closely following these global developments and threats 
to the new generation. 
 

4.1. Conclusion 

With social media platforms radically changing society’s communication practices in the last decade, the spread of crime and 
criminal identity through propaganda in digital environments has reached an unprecedented speed and reach. Platforms such as 
Facebook, Twitter, Instagram, and TikTok pave the way for not only instantaneous reporting of crime but also for its organization, 
aestheticization, and legitimization in the eyes of society. Terrorism, organized crime, hate speech, and sexual crimes in particular 
can reach a broad audience quickly and through social media; presenting crime as “success” or “rebellion” can create serious role 
modeling effects on vulnerable groups in society, especially young people. This new media environment not only enables crime 
to become a threat that transcends borders, but also poses direct risks to public safety, social peace, and individual rights. In 
Turkey, the legal infrastructure against criminal propaganda on social media has been significantly strengthened, especially with 
the amendments to Law No. 5651 in 2020 and 2022. Obligations such as having a representative office, content removal, access 
blocking, and transparency reporting imposed on social network providers have enabled platforms to participate more effectively 
in the legal process in Turkey and have enabled the removal of content that contains criminal elements with faster intervention. 
However, despite all these advances, significant problems persist in the implementation processes of the legislation in terms of 
freedom of expression, legal certainty, and adaptation to new technological developments. In particular, the disproportionate 
application of content blocking and access restrictions from time to time has been criticized regarding freedom of expression and 
democratic values. In addition, the delays in international social media platforms' compliance with legal demands in Turkey and 
the differences in implementation between platforms stand out as important elements restricting the effectiveness of the 
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regulations. 
Legal regulations alone cannot combat crime and criminal propaganda on social media. An effective policy development 

process must be multidimensional and based on stakeholder cooperation. State institutions, social media platforms, civil society 
organizations, the academic community, and technology companies must act with shared responsibility and cooperation. It is 
important for platforms to take more responsibility for algorithmic content management, user complaints, and transparency 
practices, and for the state to develop an approach that is both supervisory and protective of rights and freedoms. In addition, 
disseminating media literacy and digital ethics programs is critical in raising individuals' awareness of digital risks and building 
social resistance. Future artificial intelligence and algorithmic content management developments will present new opportunities 
and challenges in preventing social media-related crime. Innovative applications such as deepfake technologies, automatic 
content generation, and algorithmic recommendation systems cause digital crimes to change shape and spread more 
sophisticatedly. Therefore, legal regulations should not remain static; they should be updated simultaneously with technology, 
dynamically and flexibly. It is important that national legislation has a structure that can respond rapidly to current threats and 
unforeseen digital risks, and that a multi-layered policy approach compatible with international standards is adopted. As a result, 
to prevent crime and criminal propaganda in the age of social media, a holistic, harmonious, and sustainable policy needs to be 
developed on the axis of law, technology, and society. Turkey has made significant progress in legal regulations in recent years; 
however, it is imperative to continuously improve the legislation and strengthen multi-stakeholder cooperation regarding freedom 
of expression, legal certainty, and technological up-to-dateness. In the face of new risks brought by the digital age, an approach 
must be developed from legal, ethical, social, and technological perspectives. This approach is a prerequisite for sustainable 
social media management regarding social benefit and public safety. 
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